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SUMMARY

The isothermal �ow in an empty ventilated room is computed. Performances of linear and non-linear
RANS, LES and a hybrid RANS/LES (LNS) models are compared. When compared to linear equi-
valents, the non-linear RANS models are found to modestly improve predicted velocities and Reynolds
stresses. Generally, best agreement is found between measurements and LES. Also, the LNS appears
a promising model, giving the best velocity agreement and overall good agreement with measured
Reynolds stresses. However, the method has the potential for LES zones to occur downstream of
RANS zones. This gives rise to poor LES boundary conditions. Hence the current LNS results could
be fortuitous. Copyright ? 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The modelling of �ows in rooms has become a topic of great importance in the last decade.
This is because studies have revealed the association between health and indoor air quality
[1]. Also there has been an increase in building health and safety regulations [2]. Room
ventilation predictions are generally made for complex geometries using relatively simple
turbulence models (i.e. Reference [3]). The simple, empty room geometry studied here (see
Figure 1(a)) does not present any signi�cant problem-de�nition issues. Hence, a wide range
of turbulence models have been tested without the assessment of solution accuracies being
clouded by problem de�nition uncertainties. The turbulence models tested are as follows:
Mixing lengths (ml1 and ml2), k–l [4], k–� [3], EASM [5] (in either a k–l or k–� framework),
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Figure 1. (a) De�nition of the empty ventilated room; and (b) comparison of predicted
velocities with measurements (%).

cubic [6] (k–�), LES-1 [7], LES-2 [8], and LNS [9]. A brief description of the more advanced
models used in this work is given in Section 2. The predictions here are compared against
measurements recorded over 144 points in the empty ventilated room of Reference [10].

2. TURBULENCE MODELLING AND NUMERICAL METHODS

The RANS, LES and hybrid RANS=LES models used in this study are brie�y described below.
The RANS models are the ml1, ml2, k–�, k–l, EASM and cubic. For the mixing length models
ml1 and ml2, in the inlet jet region the mixing length is altered using established corrections.
For ml1, the mixing length (lm) is taken as 0:075L and for ml2, lm=0:09L where L is the
jet half-width. The well documented and validated low Reynolds number version of the k–�
[11] is used in this study. With the adverse pressure gradients in the current �ow this choice
seems reasonable. The low Reynolds number k–l model uses the damping function as de�ned
by Wolfshtein [4]. The EASM [5] and cubic eddy–viscosity [6] models have been developed
to describe the �ow in a more physically consistent manner. The EASM is a computationally
inexpensive alternative to the Algebraic Stress Model. Using the EASM, the Reynolds stress
tensor is de�ned as

�ij=− 2
3
�k�ij + 2�t1Sij + 2�t2

k
�
(SikWkj + SjkWki)− 4�t3

k
�

(
SikSkj − 1

3
SmnSmn�ij

)
(1)

where Sij and Wij are the strain and vorticity rate. The turbulent viscosity �ti is evaluated
as �ti =�C�ik

2=�. Recent trends in turbulence modelling seem to account for the fact that C�
(=0:09 for the linear k–� model) is not a constant and depends on the �ow itself. Here it is
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de�ned in a tensor form as

C�1 = �1

[
3(1 + �2)

3 + �2 + 6�2�2 + 6�2

]
; C�2;3 = �1�2;3

[
3(1 + �2)

3 + �2 + 6�2�2 + 6�2

]
(2)

where � and � are known as the invariance coe�cients de�ned as

�=
1
2
�3
�1
k
�
(SijSij)1=2; �=

�2
�1
k
�
(WijWij)1=2 (3)

The coe�cients �i and g are

�1 = 0:5
(
4
3

− C1
)
g; �2 = 0:5(2− C2)g; �3 = 0:5(2− C3)g; g=

(
0:5C4 +

Pk
�

− 1
)−1

(4)

The following constants are used: C1 = 0:36, C2 = 0:4, C3 = 1:25 and C4 = 6:8.
The cubic eddy–viscosity model [6] is also tested. The use of cubic terms has the distinct

advantage over linear and quadratic terms of capturing streamline curvature. The Reynolds
stress is calculated by Equation (5).

�ij =−2
3
��ij + 2�tSij − 4C1 �tk�̃

(
SijSkj − 1

3
SmnSmn�ij

)
− 4C2 �tk�̃ (WikSkj +WjkSki)

− 4C3 �tk�̃
(
WikWjk − 1

3
WmnWmn�ij

)
− 8C4 �tk

2

�̃2
(SkiWlj + SkjWli)Skl

− 8C5 �tk
2

�̃2

(
WilWlmSmj + SilWlmWmj − 2

3
[SlmWmnWnl�ij]

)

− 8C6 �tk
2

�̃2
(SijSmnSmn)− 8C7 �tk

2

�̃2
(WijWmnWmn) (5)

The coe�cients Ci have been de�ned using empirical calibrations based on various shear
�ow con�gurations. They are de�ned as: C1 =− 0:1, C2 = 0:1, C3 = 0:26, C4 =− 1:0, C5 = 0:0,
C6 =− 0:1 and C7 = 0:1. The turbulent viscosity �t is evaluated using the standard k–� model
(�t =�C�f�k2=�) expression. Here again, C� is introduced as the following �ow-dependent
variable:

C�=
0:3

1:0 + 0:35[Max(S∗;W ∗)]3=2

[
1:0− e

[ −0:36
e(−0:75Max(S∗;W ∗))

]]
(6)

where S∗ and W ∗ are the dimensionless strain and vorticity rate.
In LES a separation of eddy scales is assumed. The larger are resolved whereas the smaller

eddies (universal in nature) are modelled by a sub-grid stress. To approximately resolve the
periodic bursts, ejections and streaks in a turbulent boundary layer using LES, grid require-
ments are in the order of �x+� 100, �y+� 1 and �z+� 20 [12]. This high grid requirement
combined with unsteady modelling makes LES computationally expensive. The large phys-
ical dimensions and geometrical complexity of rooms makes LES simulations challenging.
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However, fortunately the relatively low Reynolds numbers ease grid demands. In this work,
the LES-1 [7] and LES-2 [8] models are used.
The hybrid RANS=LES models have been developed as a compromise between the high

accuracy of the LES and the low computational expense of RANS models. Hybrid RANS=LES
are found under two main categories: Zonal models (see References [13, 14]) and embedded
models. The LNS [9] model is an embedded hybrid RANS=LES model in which no �xed
boundary exists between the RANS and the LES part of the �ow. The transition between
RANS and LES is achieved by scaling the e�ect of the turbulent viscosity of the RANS
model (see Reference [15]). The scaling coe�cient used (�) is de�ned as a function of a
turbulent length and velocity scale for both the RANS and the LES models. In this study, the
LNS model makes use of the cubic (k–�) and the LES-1 [7] model. Using these base models
� is de�ned as follows:

�=
Min (Cs(�2S∗

ij ; C�k
2=�+�))

C�k2=�+�
(7)

where Cs is the Smagorinsky constant (0.05), � the grid spacing (taken as Max(�x; �y; �z))
and � is a small number used to avoid a singularity.
The turbulence models have been implemented in the NEAT solver [16] and validated for

a selection of benchmark problems (see Reference [17]) including plane and sharply turned
channel �ows, the �ow over a backwards facing step and secondary motions (Prandtl’s motions
of the second kind) in a square duct.
NEAT is a �nite volume solver that uses a structured staggered grid arrangement [18]. The

results presented here use the second-order central di�erence scheme for both the convection
and di�usion terms. For LES and hybrid simulations the Crank–Nicolson time scheme is used.
The inlet �ow is assumed uniform, unidirectional and the �ow isothermal. A modest grid of
49× 71× 85 nodes is used giving a �rst o� wall average y+� 0:7 with �z+� 17.

3. RESULTS AND DISCUSSION

3.1. Velocity at the jet centreline

Figure 1(b) plots predicted against measured velocities for the 144 measurement points for a
range of models. If all the models worked perfectly the points would all collapse on the 45◦

line. The �gure shows that, overall, solution accuracy increases with velocity. This may partly
be explained by measurement inaccuracy at lower velocities. The overall �ow in the room is
governed by the jet-like inlet. Figure 2(a) compares velocity pro�les along the centreline of
the inlet jet for a selection of models.
It shows that non-linear eddy viscosity models (EVM) improve velocity predictions com-

pared with linear EVM. The improvements are however not of signi�cant magnitude (¡10%).
Overall, the cubic model predictions are more accurate than the EASM. The LES-1 [7] and
LNS [9] models both show excellent agreement with velocity measurements (less than 6%
error). Figure 2(a) shows that the LES-2 model [8] under-predicts the centreline velocity of
the inlet jet. The LNS model is here found to give best velocity predictions.
Mixing length and k–l results are not shown in the �gure. However, they are substantially

worse than for the k–� model. It is hence surprising that the mixing length and to an extent
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Figure 2. (a) Velocity distribution along the jet inlet centreline: predictions and measurements;
and (b) turbulent viscosity damping coe�cient for the LNS model.

the one equation model are so popular for room ventilation �ows. Their numerical simplicity
must be the over-riding attraction.

3.2. Reynolds stresses

Figure 3 plots the Reynolds stress �xx=�, �yy=� and �zz=� along the inlet jet centreline. As
expected the �gure shows that linear EVM are not able to predict the anisotropy of the
Reynolds stress tensor. The k–� model predicts well �xx but over-predicts �yy and �zz. The
non-linear EVM (EASM and cubic), the LES-1, LES-2 and the LNS are found to predict
the anisotropy of the Reynolds stress tensor. The EASM and the cubic (k–�) predictions are
found to be of similar accuracy. Excellent agreement is found between measurements and
the LES-1 model. The LES-2 model accuracy is similar to that of the cubic model. It might
be expected that the two LES models would give fairly similar results. The relatively large
di�erences suggest the subgrid stress model is playing a signi�cant role. The LNS is again
found to perform well. The Reynolds stresses presented for the LNS are the sum of the
contributions from the RANS and from the LES as �LNSij = ��RANSij +(1−�)�LESij where � is the
scaling coe�cient applied to the turbulent viscosity of the RANS model. Figure 2(b) plots �
along the inlet jet centreline. The �gure highlights the hybrid nature (RANS=LES) of the LNS
model. Clearly the RANS solution element is strongest. Also, the LES zone around x=1 has
a poor upstream boundary condition (RANS) with little resolved energy.
The di�erences in the Reynolds stress predictions for the di�erent models are perhaps

surprising, considering the relatively simple nature of the current room ventilation �ow.
Figure 4 shows instantaneous streaklines for the cubic (k–�), the LES-1 and LNS models.

Clearly, the LNS streaklines are a compromise between the smooth RANS streaklines and the
more stochastic (real-turbulence like) streaklines of the LES.
Generally speaking, in simulating room ventilation �ows stagnation regions and=or slow

moving re-circulation regions, where air quality is likely to be poor, are key regions of
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Figure 3. Centreline Reynolds stresses: (a) �xx=�; (b) �yy=�; and (c) �zz=�.

Figure 4. Streaklines: (a) Cubic k–�; (b) LES-1; and (c) LNS model.
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interest. In these areas the current RANS approaches can give qualitatively di�erent results.
This important aspect needs further exploration. By room ventilation standards the current
�ow is relatively benign and extreme deviations from measurements appear possible for more
complex systems.

4. CONCLUSIONS

When compared to their linear equivalents, the EASM and cubic models only give minor
velocity prediction improvements. The non-linear EVMs however have the advantage of cap-
turing the anisotropy of the Reynolds stress tensor. Generally, best agreement is found between
measurements and the LES-1 model. The LES-2 model under-predicts velocities at the inlet
jet centreline and has similar Reynolds stress predictive accuracy to the cubic model. LNS
appears as a promising model and shows here best velocity predictions (less than 5% error).
LNS also predicts well Reynolds stresses and has excellent agreement with measured �yy.
However, the method has the potential for LES zones to occur downstream of RANS zones.
This gives rise to poor LES boundary conditions. Hence the current encouraging LNS result
could be fortuitous.
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